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Abstract

We study a model of communication and Bayesian persuasion between a sender who is
privately informed and has state independent preferences, and a receiver who has preferences
that depend on the unknown state. In a model with two states of the world, over the inter-
esting range of parameters, the equilibria can be pooling or separating, but a particular novel
refinement forces the pooling to be on the most informative information structure in all but
one case. We also study two extensions - a model with more information structures as well
as a model where the state of the world is non-dichotomous, and show that analogous results
emerge.
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1 Introduction

When can one interested party persuade another interested party of something? This question is
of major economic interest, since persuasion, broadly construed, is crucial to many economic ac-
tivities. As pointed out by Taneva (2016), there are basically two ways of persuading any decision
maker to take an action - one is by providing the appropriate incentives (this, of course, is the
subject of mechanism design), and the other by providing appropriately designed information.
Indeed, design of informational environments as well as their effect on strategic interaction has
been the subject of much study for at least fifty years in economics and is continuing to yield new
results. In the present work we focus on a more specific question - namely when the party that
is doing the persuading is inherently interested in a specific outcome, and in addition, has some
private information about the problem. In a setting of mutual uncertainty about the true state of
the world, the problem information design with private information on one side has a number
of interesting features not to mention the myriad possible applications. In this work we model
this situation, explore the equilibria and their properties (welfare and comparative statics), and
show that a particular equilibrium refinement nearly always selects the equilibria with the most
information revelation (in a sense to be made precise below).

This particular setup is motivated by two important leading examples - the trial process where
a prosecuting attorney! is trying to persuade a jury and a judge of the guilt of a defendant, and the
setting of drug approval where a pharmaceutical company is trying to persuade the Federal Drug
Administration of the value of a new drug. In both settings the party that is trying to convince
the other party of something may (and in fact, typically, does) have private information about the
true state of the world. In the case of the prosecution attorney, this may be something that the
defendant had privately indicated to the counsel, and in the case of the pharmaceutical company
this may be some internal data or the views of scientists employed by the company. But in both
cases the persuading party has to conduct a publicly visible experiment (a public court trial or a
drug clinical trial, exhibiting the testing protocol in advance) that may reveal something hitherto
unknown to either party. A key assumption that we make is this: the evidence, whether it is favor-
able (in an appropriate sense) to the prosecutor or drug company, or not, from such an experiment
cannot be concealed; if that were possible the setup would be related to the literature on verifiable
disclosure ("hard information") initiated by Milgrom (1981) and Grossman (1981).

The setting is one of a communication game with elements of persuasive signaling. There is
a single sender and a single receiver. There is an unknown state of the world (going along with
one of the analogies from above, we may describe the state space as () = {Innocent, Guilty}).
Neither the sender nor the receiver know the true state, and the have a commonly known prior
belief about the true state. To justify this assumption we appeal to the fact that in the two main ap-
plications described it is, indeed, satisfied?. The sender obtains a private, imperfectly informative

10ne could just as well think of the case of a defense attorney - they key elements of the environment will be
preserved.

%In fact, in the drug approval example nobody at all knows the true state, and in the court example only the defen-
dant knows the true state - but she is not able to signal it credibly.



signal about the state of the world, and armed with that knowledge® has to choose an information
structure that will generate a signal that is again imperfectly informative of the state. The receiver
then has to take an action, based on the prior belief, the choice of information structure as well as
the realization of the signal, that will affect the payoffs of both parties. This kind of a situation is
ubiquitous in real life, and certainly deserves much attention.

The game has elements of several modeling devices; first of all there’s the signaling element
- different types of sender have different types corresponding to their privately known subjec-
tive beliefs. However, these types do not enter into either party’s preferences - that’s the cheap
talk (Crawford and Sobel (1982)) element. Finally there is the element of Bayesian persuasion
(see Kamenica and Gentzkow (2011)) since all types of sender can choose all possible informa-
tion structures (in other words, the set of available information structures does not depend on the
sender’s type), but cannot fully control the signal that will be realized according to that informa-
tion structure.

The main difference of this model is that the heterogeneity of the sender is not about who she
is (such as, for example, in basic signaling* and screening models) or what she does (such as in
models involving moral hazard), but purely in what she knows. The preferences of the different
types of sender are identical (so that, in particular, there is no single-crossing or analogous as-
sumption on the preferences). Their type doesn’t enter their payoff function; in fact, not even their
action enters their payoff directly - it does so only through the effect it has on the action of the
receiver. This assumption is at odds with much of the literature on the economics of information;
it is intended to capture the intuition that there is nothing intrinsically different in the different
types of senders and to isolate the effect of private information on outcomes.

Although this setting is certainly rather permissive, we do not consider a number of important
issues. In particular, there is no "competition in persuasion” here - there are no informational con-
tests between the prosecution side and the defense side or competing drug firms designing trials
about each other’s candidate drugs (although this is an interesting possibility that is explored
in Gentzkow and Kamenica (2017a) an Gentzkow and Kamenica (2017b)). In similar settings
(but without private information) it has been shown in previous work (Gentzkow and Kamenica
(2017a)) that competition typically, though not always, improves overall welfare and generates
"more" information. Furthermore, in the present setting, the "persuader" is providing information
about the relevant state of the world; another interesting possibility is signaling about one’s pri-
vate information. For example, the prosecuting attorney could provide verifiable evidence not of
the form "the investigation revealed certain facts", but rather, verifiable evidence of the form "I
think the defendant is guilty because of the following:...". We also assume that the receiver does
not have commitment power; namely he cannot commit to doing something (say, taking an action

that is very bad for the sender) unless he observes the choice of a very informative experiment; do-

3Note that at that point, the beliefs of the sender and receiver about the state of the world will no longer agree in
general, so that one may think of this situation as analogous to starting with heterogeneous priors; see Alonso and
Camara (2016¢).

“With the exception of cheap talk models, which do have this feature.



ing so would not be subgame-perfect on the part of the receiver. Finally, we assume that choosing
different information structures has the same cost which we set to zero.

In the present paper we also make an additional assumption that signals that reveal the state
tully are either unavailable, or prohibitively costly. In any realistic setting this is true. We will
show that this assumption, along with others, is important in the kinds of equilibria that can arise;
notably, this assumption will reverse some of the previous results about coexistence of different
equilibria and their welfare properties. This is among the primary contributions of this work.

The rest of the paper is organized as follows. In the next section, we discuss the literature
and place the present model in context. Section 3 describes in detail the setting, the basic model
and derives the main results; we fully characterize the equilibria of the model and show the ways
in which the outcomes are different from existing work. Section 4 extends the model. Section 5
concludes.

2 Relationship to Existing Literature

This work is in the spirit of the celebrated approach of Kamenica and Gentzkow (2011) ("KG" from
here onward) on so-called "Bayesian persuasion”. Among the key methodological contributions
of that work is the fact that they show that the payoff of the sender can be written as a function of
the posterior of the receiver; they also identify conditions under which the sender "benefits from
persuasion”, utilizing a "concavification" technique introduced in Aumann and Maschler (1995).

Hedlund (2016) is the most closely related work in this area; he works with a very similar
model but he assumes that the sender has a very rich set of experiments available; in particular,
an experiment that fully reveals the payoff-relevant state is available. He also places a number of
other assumptions, such as continuity, compactness and strict monotonicity on relevant elements
of the model. We present an independently conceived and developed model but acknowledge
having benefitted from seeing his approach. This work provides context to his results in the sense
that we consider a simpler model where we can explore the role of particular assumptions and
show the importance of these features for equilibrium welfare. In particular, we consider exper-
iments where a fully revealing signal is not available; this assumption seems more realistic in
applications and creates an additional level of difficulty in analysis that is not present in Hedlund
(2016). In addition, we show that dropping any of the assumptions in that work produces a model
the equilibria of which closely resemble the equilibria we find in the present work.

Perez-Richet (2014) considers a related model where the type of the sender is identified with
the state of the world; there the sender is, in general, not restricted in the choice of information
structures. He characterizes equilibria (of which there are many) and applies several refinements
to show that in general, predictive power of equilibria is weak, but refinements lead to the selec-
tion of the high-type optimal outcome. His model is a very special case of the model presented
here.

Degan and Li (2015) study the interplay between the prior belief of a receiver and the precision
of (costly) communication by the sender; they show that all plausible equilibria must involve
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pooling. In addition, they compare results under two different strategic environments - one where
the sender can commit to a policy before learning any private information, and one without such
commitment, and again derive welfare properties that are dependent on the prior belief. Akin to
Perez-Richet (2014), they identify the type of sender with the state of the world.

Alonso and Camara (2016a) show that in general, the sender can not benefit from becoming an
expert (i.e. from learning some private information about the state). This result also hinges on the
existence of a fully revealing experiment, an assumption that we do not make in this work; in our
setting the sender may or may not benefit from persuasion.

Other related work includes Rayo and Segal (2010), who show that a sender typically benefits
from partial information disclosure. Gill and Sgroi (2012) study an interesting and related model
in which a sender can commit to a public test about her type. Alonso and Camara (2016¢) present
a similar models where the sender and receiver have different, but commonly known priors about
the state of the world. The model in this paper can be seen as a case of a model where the sender
and receiver also have different priors, but the receiver does not know the prior of the sender. In
addition, Alonso and Camara (2016c) endow their senders with state-dependent utility functions.
In related work, there are also many current projects extending this sort of informative persuasion
to models of voting (Arieli and Babichenko (2016), Alonso and Camara (2016b)).

3 Model

3.1 Basic setup (2 states, 2 types of sender, 2 experiments, 2 signals, 2 actions for re-
ceiver)

To fix ideas and generate intuition we first study a simplified model, and then extend the results.
Let us consider a strategic communication game between a sender (she) and receiver (he), where
the sender (S) has private information. In contrast with Perez-Richet (2014), the private informa-
tion of the sender is not about who she is (her type), but about what she knows about the state of
the world. In Perez-Richet (2014)’s work the sender is perfectly informed about her type (which is
also the state of the world). In this setup this is not true. The sender is imperfectly informed about
the state of the world. Consequently, the receiver (R) will have beliefs about both the type of the
sender and the state of the world.

There is a single state of the world, w € Q = {wp, wr}, unknown to both parties with a
commonly known prior probability of w = wpy equal to 77 € (0,1). The sender can can be one of
two types: 6 € © = {6y, 0. }. The sender’s type is private information to her. The type structure
is generated as follows:

IP(GIGH‘(JJICUH) IIP(QIQL’CU:CUL) :g (1)

and
IP(9:9H|CUZOJL):P(9:9L|CUZCUH):1—€ (2)



for ¢ > %

This is the key feature distinguishing this model from others - the private information of the
sender is not about her preferences (as in Perez-Richet (2014), and more generally, in mechanism
design by an informed principal), but about the state of nature. In this sense the sender is more
informed than the receiver. The sender chooses an experiment - a complete conditional distribution
of signals given states’; all experiments have the same cost, which we set to zero®. The choice of
the experiment and the realization of the signal are observed by both the sender and the receiver.

For now the sender is constrained to choose among two experiments; the available experiments

are:
WH wi,
Iy = ‘TH( OH 1_PH)
or \1—pn OH
and
WH wi,
I, = ‘TH( oL 1_PL)
o \1—-pg oL

The entries in the matrices represent the probabilities of observing a signal (only two are avail-
able: oy and o) conditional on the state. We also assume that py > pr, and say that Iy is more
informative than I1;”. The available actions for the receiver are a € {ay, a; }.

3.2 Preferences

The sender has state-independent preferences, always preferring action ay. The receiver, on the
other hand, prefers to take the high action in the high state and the low action in the low state. To
fix ideas, suppose that u°(ag) = 1, u5(ar) = 0, and the receiver has preferences given by u®(a, w).
We will state some basic results without specifying and explicit functional form, and then make
more assumptions to derive meaningful results. Importantly, there is no single-crossing assump-
tion on the primitives in this model. Rather, a similar kind of feature is derived endogenously.
One can also consider 2 € A with A a compact subset of R, and preferences of the form
(for the sender) u®(w,a) = #°(a) with #° a strictly increasing function, and (for the receiver)
ul(w,a) = R (w, a) with % having increasing differences in the two arguments, as does Hedlund
(2016) in his work. It turns out that this specification has substantially different implications for
equilibria and equilibrium selection. In addition, in applications (and certainly in the motivating

5The are many terms for what we are calling an "experiment" in the literature; in particular, "information structure"
and "signal".

®As opposed to Degan and Li (2015) who posit costly signals.

7Tt so happens that all experiments in this section are also ranked by Blackwell’s criterion but we do not use this fact.



examples discussed above) it seems more natural to work with a discrete action space.

3.3 Timing

The timing of the game is as follows:

1. Nature chooses the state, w.

2. Given the choice of the state, Nature generates a type for the sender according to the distri-
bution above.

3. The sender privately observes the type and chooses an experiment.

4. The choice of the experiment is publicly observed. The receiver forms interim beliefs about
the state.

5. The signal realization from the experiment is publicly observed. The receiver forms posterior
beliefs about the state.

6. The receiver takes an action and payoffs are realized.

3.4 Analysis

It will be convenient to let p(6) = P(IT = Ily|0) be the (possibly mixed) strategy of the sender
and q(I1,0) = IP(a = ay|I1, o) that of the receiver. Denoting by "hats" the observed realizations of
random variables and action choices, let u(&|I1) = P (w = &|I1 = I1) be the interim (i.e. before
observing the realization of the signal from the experiment) belief of the receiver about the state of
the world, given the observed experiment., and write u(IT) = IP(w = wy|I1 = I1). Let B(wy|I1, o)
be the posterior belief of the receiver that the state is high conditional on observing IT and ¢, given
interim beliefs y. Thus, B(IL,6) = P (w = wy|lI =110 =6, u). It is notable that here what
matters are the beliefs of the receiver about the payoff-relevant random variable (the state of the
world), as opposed to beliefs about the type of the sender, as in the vast majority of the literature.
However, one does need to have beliefs about the type of the sender to be able to compute overall
beliefs in a reasonable way; to that end let v(0|IT) = IP(6|I1) be the beliefs of the receiver about the
type of the sender, conditional on observing an experiment II. These beliefs are an equilibrium
object, and necessary to compute the interim beliefs y; we will however, suppress the dependence
of u on v to economize on notation in hopes that the exposition will be clear enough.

Let 0(IL60,9) = E (u°(a)|IL6,9) be the expected value of announcing experiment IT for a
sender of type 0. For example,

o(Iy,0n,9) = puP(wn |0k )q(1y, 1) + (1 — pp)P(wn|01)q (I, 01)+ (©)

+ (1= pn)P(wr|0k)q(I1x, 0n) + puP(wr|0k)q(T1H, 01.) (4)



One can compute v(I1y, 01, q),v(I1L, 0, q) and v(I1;, 01, q) in a similar fashion. Also let

v(p(9),0,9) = p(0)0(I1x,0,9) + (1 — p(6))o(I1L,6,q) )

In any equilibrium?®, the receiver must be best-responding given his beliefs, or :

a*(IL,o) € arg A?nax } ul(a, wy)B(11,0) + ul(a, wy)(1 — B(I1,0)) (6)

and g*(IL,0) = P(a* = ay|I1,0).
Following the notation in the literature, let 9(IT;, 1, 6;) = Eq (15 (a) |I1;, 1) denote the expected

value of choosing an experiment I1; for type 6; when the receiver’s interim beliefs are exactly p.
Thus,

01 18) 2 i [PCnlO piz + POt gpnanen] +
(1= 1) [PHI6) 51,002 + P 11,002 |

The function 9 is piecewise linear in y and continuous in the choice of the experiment (equiva-
lently, in p;).

3.5 Perfect Bayesian equilibria

For concreteness, and to allow explicit calculation of equilibria, for the rest of this section we will
focus on a particular form for the preferences of the receiver; namely, suppose that uR (wy, ay) =
1, uR(wy,ar) = =1, ul(wy,ar) = 1,uR(wr,ay) = —1. The symmetry in the payoffs is special, but
doesn’t affect the qualitative properties of equilibria.

As a first step we can see what happens in the absence of asymmetric information - that is,
when both the sender and the receiver can observe the type of the sender. In that case the interim
belief of the receiver is based on the observed type of the sender (instead of the observed choice
of experiment): u(6) = P(w = wpglf) and the strategy of receiver is modified accordingly to
q(0,0) = P(a = ay|6, ). The decision of the sender is then reduced to choosing the experiment
that yields the higher expected utility. In other words,

Vo,p(0) =1 < v(Ily,0,q) > v(I1L,6,9) (8)

and p(0) = 0 otherwise (ties are impossible given the different parameters and the specification
of the sender’s utility). Observe that this situation is identical to to the model described in KG
(and all the insights therein apply), except that the sender is constrained to choose among only
two experiments.

From now assume that the type of sender is privately known only to the sender. As a first
observation one can note that in any equilibrium we must have p(6y) > p(6L); otherwise one

8We discuss existence below.



would get an immediate contradiction.

Definition 1. A weak perfect Bayesian equilibrium with tie-breaking (or "equilibrium”, for brevity) is a
four-tuple (p(0),a*(I1,0), u, B) that satisfy the following conditions:

1. Sequential Rationality:

V6, p(0) € arg max v(I1,6,q) and a*(I1,0) € argmax ) _u(a, w)B(w|I1,0) )

2. Consistency: yu and B are computed using Bayes rule whenever possible, taking into account the
strategy of the sender as well as equilibrium interim beliefs about the type of sender.

3. Tie-breaking: whenever B(I1,0) = 5,a*(I1,0) = ag.

The moniker "weak" in this definition is meant to draw attention to the fact that off the equilib-
rium path beliefs of the sender are unrestricted, a fact that will come in useful in supporting some
equilibria. The first two parts of the definition are standard. We augment the definition with a tie-
breaking rule (the third requirement) to facilitate and simplify the exposition. The rule requires
that whenever the receiver is indifferent between two actions, he always chooses the one preferred
by the sender’. A more substantive reason to focus on this particular tie-breaking rule is that this
makes the value function of the sender upper-semicontinuous, and so by an extended version of
the Weierstrass theorem, there will exist an experiment maximizing it. This will be crucial when
we consider more inclusive sets of experiments.

For the question of existence!” of equilibria one can appeal to the fact that this is a finite exten-
sive game, and as such, has a trembling-hand perfect equilibrium (Selten (1975) and Osborne and
Rubinstein (1994), their Corollary 253.2), and therefore, has a sequential equilibrium (Kreps and
Wilson (1982), and therefore has a wPBE, since these equilibrium concepts are nested.

As usual, in evaluating the observed signal the receiver uses a conjecture of the sender’s strat-
egy, correct in equilibrium. Note once again that in contrast to Hedlund (2016), in the present
model there is no experiment that fully discloses the state of the world. If it was available, and the
sender were to choose it, then the sender’s payoffs would be independent of the receiver’s interim
belief (rendering the entire "persuasion” point moot); such an experiment would also provide uni-
form type-specific lower bounds on payoffs for the sender, since that would be a deviation that
would always be available. The fact that this is not available makes the analysis more difficult, but
also more interesting. The preference specification in the present model allows us to get around
the difficulty and derive analogous results without relying on the existence of a perfectly revealing
experiment.

9Tt is common in the literature to focus on "sender-preferred" equilibria; we do not make the same assumption, but
"bias" out equilibria in the same direction
19Even though we explicitly construct an equilibrium, and hence they certainly exist, it is useful to have a result for
more general settings.



In what follows we will focus on the interesting range of parameters {7, ¢, pr,pr} € (0,1) X

3 . . . ) .
(%, 1) , where the receiver takes different actions after different 51gnals11. To that end, let

Definition 2 (Nontrivial equilibria). An equilibrium is said to be fully nontrivial (or just nontrivial) in
pure strategies if a*(I1;, o) = ap, a*(IL;, 0p) = ar, for both I1; € {1y, 11 }; that is, the receiver follows
the signal in these equilibria.

Definition 3 (P-nontrivial equilibria). An equilibrium is said to be partially nontrivial (or p-nontrivial)
in pure strategies if a* (11;,0y) = ay and a*(I1;, 01) = ay, for one I1; € {11y, 111}, but not both. That
is, the receiver follows the signal realization after observing one but not the other experiment.

Other possibilities may arise: one can define nontrivial and p-nontrivial equilibria mixed
strategies analogously. However, either kind of non-trivial equilibria in mixed strategies are ruled
out by the tie-breaking assumption made earlier; as a consequence we do not consider such equi-
libria. It is immediate that if an equilibrium is nontrivial, it is also p-nontrivial, but not vice versa.
From now on we will focus only on (p-)nontrivial equilibria; this amounts to placing restrictions
on the four parameters that we will be explicit about when convenient. This clearly doesn’t cover
all possible equilibria for all possible parameters, but it does focus on the "interesting" equilibria.
The following straightforward propositions serve to narrow down the set of possible equilibria.

Proposition 1. Suppose that an equilibrium is p-nontrivial. Then in such an equilibrium both types of

sender use the same pure strategy.

Proof. The fact that both types of sender must use a pure strategy follows from the fact that in any
p-nontrivial equilibrium choosing one experiment strictly dominates choosing another, regardless
of the beliefs of the sender or the interim beliefs of the receiver receiver. The fact that that pure
strategy must be the same for both types also follows from the same observation. O

Proposition 2. Suppose that an equilibrium is fully nontrivial. In such an equilibrium it must be the case
that each type chooses the experiment that maximizes the probability of generating a "high” signal, without
regard to the effect of the choice of experiment on in the interim belief. Moreover, each type of sender uses a

pure strategy.

Proof. Take a fully nontrivial equilibrium. In any such equilibrium the receiver follows the ob-
served signal with probability one, for any experiment. Therefore it must be the case that each
type of sender is best-responding by simply evaluating the expected probability of the "high" sig-
nal (noting that the utility of a low action, which would result from a low signal, is zero, and thus
the probability of the low signal can be ignored), and is choosing whichever experiment delivers
the higher probability, ignoring the problem of signaling one’s type by choice of experiment, since

HThere always exist parameters (and payoffs) such that regardless of the choice of experiment and signal realization,
the receiver always takes the same action, or ignores the signal and takes an action based purely on the chosen exper-
iment. We do not focus on these equilibria. Also note that the issue of nontrivial equilibria does not arise in a model
with a compact action space.
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for any such choice, the interim belief would still result in a fully nontrivial equilibrium, by as-
sumption. Ties are impossible due to the different precision of experiments and different sender
beliefs, hence the focus on pure strategies. O

The above two propositions taken together eliminate the possibility of mixing for the sender.
The following propositions state all possible equilibria; they are supported, as is standard, by
beliefs that assign probability one to off-path deviations coming from the low type of sender.
Incentive compatibility can be proven by directly computing utilities on and off the equilibrium
path, and verifying best responses, using Bayes rule whenever possible. We omit the tedious but

straightforward computations. For convenience, for any variable x € (0,1) denote by ¥ the ratio
X

1—x-

Proposition 3. There is a unique separating equilibrium where p(6y) = 1, p(6L) = 0. This equilibrium
exists as long as {71, &, py, oL} satisfy equations the following restrictions: ™ < &, 7w+ & > 1, Aouc >
1, 0u > =&, gL > & o1& > 7. Denote this equilibrium by "SEP".

Intuitively, in this equilibrium the low type of sender prefers to "confuse" the receiver by send-
ing a sufficiently uninformative signal. We now turn to classifying pooling equilibria.

Proposition 4. There is a continuum of fully nontrivial pooling equilibria where p(6y) = p(6r) = 1.

> 7t. The
only difference between these equilibria are the beliefs that the receiver holds off-path; namely, u(I1;) €
[P(wi|6L), pr). Denote this kind of equilibria by "FNT-H".

These equilibria exist as long as T+ ¢& > 1,7t > & fpy > 1,y > m, 7oL > & 1€

Proposition 5. There is a continuum of fully nontrivial pooling equilibria where p(6y) = p(6r) = 0.
These equilibria exist as long as m+ & < 1,7 < & fpyé > 1,00 > w01 > &, 01 > 1. The
only difference between these equilibria are the beliefs that the receiver holds off-path; namely, u(Ily) €
[P(wy|6L), pr). Denote this kind of equilibria by "FNT-L".

Proposition 6. There is a continuum of p-nontrivial pooling equilibria where p(6y) = p(6L) = 1,a* (111, 0) =
ar, foroc = oy, 01, and a*(Tly,05) = ag,a*(Iy,01) = ar.. These equilibria exist as long as & >
P17, o > 7, and T + pg > 1. The only difference between these equilibria are the beliefs that the receiver
holds off-path; namely, u(I1.) € [P(wy|0L),1 — p1). Denote this kind of equilibria by "PNT-HL(a;)"'2.

Proposition 7. There is a continuum of p-nontrivial pooling equilibria where p(0y) = p(6L) = 1,a*(I1y,0) =
ay, foro = oy, o and a* (I, 0n4) = ap,a*(Ily,00) = ap. These equilibria exist as long as 7T >

&, py > 7,7t < EPr. The only difference between these equilibria are the beliefs that the receiver holds
off-path; namely, u(Ily) € [P(ww|0L), pr). Denote this kind of equilibria by "PNT-HH(ag)".

Proposition 8. There is a continuum of p-nontrivial pooling equilibria where p(0y) = p(6L) = 0,a* (11, 04) =
ag,a* (I, 00) = ap and a*(Ily,0) = ag, forc = oy, or. These equilibria exist as long as pr, > T,

oL+ > land pyft < & The only difference between these equilibria are the beliefs that the receiver holds
off-path; namely, u(Ily) € [P(wy|0L),1 — pu). Denote this kind of equilibria by "PNT-LH(ar)".

2For any PNT equilibrium, the notation "PNT-XY(g;)" equilibrium denotes the fact that the senders pool on experi-
ment X, and the receiver takes the same action after observing experiment Y, for X,Y = H, L,a; € {ag,ar}.
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Proposition 9. There is a continuum of p-nontrivial pooling equilibria where p(6y) = p(6r) = 0,a* (111, 0) =
ay, for o = oy, 0p and a*(Ily,oy) = ag,a*(Xy,01) = arp. These equilibria exist as long as py7T >

& pL < m, 7t < Eoy. The only difference between these equilibria are the beliefs that the receiver holds
off-path; namely, u(Ily) € [P(wy|0L),1 — pL). Denote this kind of equilibria by "PNT-LL(ag)".

These are all the equilibria of this game13. The following proposition, which can be verified by
direct computation', shows that some of these equilibria'® can coexist in the sense that for a set
of parameters, both types of equilibria occur:

Proposition 10. There are sets of parameters, neither open nor closed, for which the following types of
equilibria coexist (i.e. both can occur):

1) PNT-HL(a;) and PNT-LH(ar).

2) PNT-HH(ay) and PNT-LL(ap).

3 FNT-H and FNT-L.

4) FNT-H and PNT-HH(ap).

5) SEP and PNT-HH(ag).

Typically, the question of coexistence of equilibria does not come up, since all of them always
coexist (for example, in the Cho-Kreps beer-quiche game or Spencian signaling); they are, how-
ever, important in this setting since we will eventually apply refinements to select among these
equilibria. If one views a refinement as simply a condition that a particular equilibrium may sat-
isfy or not, the question of coexistence is irrelevant. If one views a refinement as a prediction of
which of several equilibria is more plausible, one can conceivably say that if they do not coexist,
one does not need a refinement to choose among equilibria, since the conditions for existence of
an equilibrium will function as a kind of refinement. In either case, we show that the relevant
equilibria do, in fact, coexist, so that a refinement has bite.

3.6 Discussion and Refinements

There are a number of notable differences between this simple model and the models presented by
Hedlund (2016), Perez-Richet (2014) and Degan and Li (2015); one is the types of equilibria they
admit. In Perez-Richet (2014)’s model separating equilibria are only possible when there exists
a fully revealing experiment; otherwise all equilibria are pooling. In Hedlund (2016)’s model
equilibria'® are either pooling on the fully revealing experiment or fully separating where all types
choose different experiments in equilibrium; furthermore the pooling and separating equilibria do
not coexist. In the model discussed here nontrivial separating (in contrast to Perez-Richet (2014))
and equilibria where the pooling is on the less informative signal, as well as the striking feature

131t can be checked directly that there are no "perverse" equilibria where the receiver "inverts" the signal (that would
never be optimal) or another separating equilibrium where the high type pretends to be the low type and vice versa.

14Using, for example, a computer algebra system such as Mathematica.

15There are other results on (non-)coexistence of various types of equilibria; we list only the ones that are relevant.

16He focuses on equilibria that also satisfy a refinement - criterion D1. In the present model this refinement does not
make any predictions beyond those of PBE with tie-breaking.
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of coexisting pooling and separating equilibria (in contrast to Hedlund (2016)) are possible. If,
in addition, we dispense with the tie-breaking rule that is part of the present model, another,
hybrid, type of equilibrium is possible, one where the type of sender randomizes, while the other
plays a pure strategy. This type of equilibrium is not possible in either of the two alternative
models. Degan and Li (2015) work in a setting that is similar to Perez-Richet (2014)’s, but posit
type-independent costly signals; their results on the types of possible equilibria are analogous - in
particular, there exists a unique separating equilibrium (which does not survive a refinement - D1
- which we also define shortly) in their model, and a number of pooling equilibria (which may or
may not survive D1).

Previous work has also characterized equilibria of various models; in addition, owing to the
fact that typically there are a large number of equilibria, various refinements have been brought
to bear on the results, in order to obtain sharper predictions”. The most common refinement is

criterion D1; we now give a suitably modified variant of its definition:

Definition 4 (Criterion D1). Fix an equilibrium {p*, q*, u*, B*}, and let u§(0) the the equilibrium utility
of each type of sender. For out-of-equilibrium pairs (I1', u), let
DO(IT',8) £ {p € [P(wn0L), P(wn|0n)] [u*(0) = 6(IT, u*,0) < O(IT', 11, 0)]}, and D(IT',0) = {p €
[P(wy|0r), P(ww|0u)]|u*(0) = o(11, u*,0) < 0(I1', u,0)]}. A PBE is said to survive criterion D1 if
there is no 6’ s.t.

{D(11",0) UD*(1T’,0)} C D(IT,8) (10)

Typically in signaling models this criterion is defined somewhat differently - in terms of re-
ceiver best responses, rather than beliefs; it is without loss in this setting to use this definition (see
also Hedlund (2016)). In addition, it is usually defined using beliefs of the receiver about the type
of the sender (here, v), rather than the state of the world (y) - this is due to the fact that in most
other models, these are one and the same, while here they are distinct, and what matters for the
payoff is the state of the world, hence the definition must be given in terms of that.

It can be checked by direct computation that all of the equilibria described above survive cri-
terion D1, and thus, it does not help refine predictions beyond those of PBE with tie-breaking!®.
This is due to the fact that for all equilibria and deviations, criterion D1 requires a strict inclusion
of the D sets, as emphasized in equation 9, while in this game the relevant D sets are, in fact, iden-
tical for both types. Similarly, other related refinements such as the intuitive criterion'” and other

7Typically in cheap-talk games refinements based on stability have no bite since messages are costless. The standard
argument for why that is true goes as follows: suppose that there is an equilibrium where a message, say m’ is not
sent, and another message, m, is sent. Then we can construct another equilibrium with the same outcome where the
sender randomizes between m and m’ and the beliefs of the receiver upon observing m’ are the same as his beliefs
upon observing m in the original equilibrium. Here this is not true - although all experiments are costless, they gen-
erate different signals with different probabilities. For the sender to be mixing she must be indifferent between both
experiments, but given the different probabilities that is impossible, and therefore we cannot support all equilibria by
mixing. Thus refinements based on stability and restricting beliefs "regain” their bite in this setting.

8Intuitively, D1 does not help due to the following: consider an equilibrium (and associated utility levels), and a
deviation. The set of receiver beliefs that make one or both types better off is the set of beliefs for which the receiver
takes the high action "more often" than in the reference equilibrium. But the set of these beliefs is identical for both
types, since the receiver’s utility only depends on the state of the world, and not on the type of the receiver.

9The reason this refinement does not work is that for the right range of beliefs both types benefit. Note also that
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refinements based on strategic stability Kohlberg and Mertens (1986). Moreover, Other standard
refinements for signaling games such as perfect sequential equilibria (Grossman and Perry (1986)),
neologism-proof equilibria (Farrell (1993))%, or perfect (Selten (1975)) or proper (Myerson (1978))
equilibria, also do not narrow down predictions, for similar reasons.

Finally, another refinement concept - undefeated equilibria (Mailath et al. (1993)) - does help
refine equilibria somewhat. That refinement is defined for sequential equilibria, and it can be
checked that all wPBE in this game can be sequential equilibria. Undefeated equilibrium still does
not go far enough, as we will discuss after applying another refinement below.

The other related models have features that circumvent the problem of nonrefinability - in
Hedlund (2016), it is the fact that the receiver’s action is in a compact set, that the receiver’s action
is strictly increasing in the final belief, and the fast that the sender’s utility is strictly increasing in
the receiver’s action?!; in Perez-Richet (2014) it is the fact that sender is perfectly informed and the
fact that the receiver can use mixed strategies; in Degan and Li (2015) it is the fact that the action
of the sender (the message) is continuous and related to the precision of the signal observed by
the receiver. We will say more about the differences between the present setting and others below.

There is, however, another, novel, refinement that we can define. Take for example the PNT-
LH(ay) equilibrium; one may notice that while other refinement concepts do not work well, there
is a curious feature in this equilibrium. It is this: while neither types benefit from a deviation to
Iy under the equilibrium beliefs, and both types benefit from the same deviation under other,
non-equilibrium beliefs, it is the high type that benefits relatively more. This observation suggests a
refinement idea - one may restrict out-of-equilibrium beliefs to be consistent not just with the types
that benefit (such as the intuitive criterion, neologism-proof equilibria and others) or sets of beliefs
(or responses) of the sender for which certain types benefit (such as stability-based refinements),
but also with the relative benefits from a deviation??. It is also hoped that this refinement will prove
useful in other applications where other refinements perform poorly.

This idea is also connected to the idea of trembles (Selten (1975)); namely that if one thinks of
deviations from equilibrium as unintentional mistakes, this can be accommodated by the present
refinement, but with an additional requirement - the player for whom the difference between the
equilibrium utility and the "tremble utility" is greater should tremble more, and therefore, the
beliefs of the receiver should that that into account. A similar reasoning (albeit in a different
setting) is also present in the justification for quantal response equilibrium (QRE) of McKelvey
and Palfrey (1995) where players may tremble to out-of-equilibrium actions with a frequency that
is proportional in a precise sense to their equilibrium utility. These ideas are also what is behind
the nomenclature - BPM stands for Belief-Payoff Monotonicity. We now turn to this refinement,
and show that it does help narrow down the predictions to some degree. We give a definition that
is suitable to the present environment, but it can be generalized in a straightforward way.

were this not true, we would be in the range of parameters where the separating equilibrium occurs - c.f. SEP.
20Both of these two refinements also fail since both types benefit from a deviation under the same set of beliefs.
21We discuss in detail the differences between Hedlund’s model and ours below.
22We further explore the implications, properties and performance of this criterion in related contemporaneous work.
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Definition 5 (Criterion BPM). Let {p*, g%, u*, B*} be an equilibrium and let u*(0) be the equilibrium
utility of type 0. Define, for a fixed 6 and I1;, 9(6;) = max,,, 0(11;, 6;, u) and v(6;) = min, ,, 6(I1;, 0;, ).
An equilibrium is said to fail criterion BPM if there is an experiment 11;, not chosen with positive probability
in that equilibrium and a type of sender, 0;, such that:

i) Let i € A(Q) be an arbitrary belief of the receiver and suppose that 5(T1, 1, 8;,¢) = 20IL6:f)—u'(6:)

U(f’i)*;(f’i) >
0, for that belief.

ii) Denote by K be the set of types for which (i) is true. Let 6; be the type for which the difference is greatest.
If there is another type 0; in K, for which 6(T1, u,6;,e) > 6(I1, u, 0;, e) then let u(0;|IT) < ep(6;|I1),
for some positive €, with € < ﬁ If there is another type 0y such that 6(I1, p, 0;, e) > 6(I1, u, bk e),
then let p(6;|IT) < ep(6;|IT), and so on.

iii) Beliefs are consistent: given the restrictions in (ii), the belief fi is precisely the beliefs that makes (i)
true.

We say that an equilibrium fails the BPM criterion if it fails the e-BPM criterion for every
admissible €. In words, criterion BPM restricts out-of-equilibrum beliefs of the receiver in the fol-
lowing way: if there are beliefs about off-equilibrium path deviations, for which one type benefits
more than another, then equilibrium beliefs must assign lexicographically larger probability to
the deviation coming from the type that benefits the most. We also scale the differences in a way
that makes the definition ordinal (see also de Groot-Ruiz et al. (2013)). Note also that the second
part of the definition looks very much like a condition of increasing differences; this is indeed so
and purposeful. In addition, one can note that for utility functions which do satisfy increasing
differences, criterion BPM would generate meaningful and intuitive belief restrictions.

The definition given above is ordinal (i.e., for any sender’s vINM utility function u(x) the defi-
nition has the same meaning if u(x) was replaced by v(x) = a + bu(x), for any real number a and
any positive real number b).

From now on we will refer to a PBE with tie-breaking that also survives criterion BPM as a
BPM equilibrium. We have the following proposition:

Proposition 11. The following classes of equilibria are BPM equilibria: SEP, FNT-H, PNT-HL(a;), PNT-
HH(ay) and PNT-LL(ag).

In other words, this proposition applies to parts 1 and 3 of proposition 10, and makes a selec-
tion between the coexisting equilibria mentioned there. It should be noted that these equilibria are
also e-BPM equilibria, for all admissible €, but we suppress this fact in the exposition that follows.
Perhaps an instructive graph may boost intuition.
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Figure 1: [llustration with pooling on I1;, and the deviation to I1j.

In the above figure the dots represent the on-path?® utilities in the PNT-LH(a)* equilibrium
for the high (red) type and the low (blue) type, and the dashed lines are there to make the com-
parisons of utilities from deviations easier; the equilibrium utility of deviating in that equilibrium
is zero given the beliefs. The solid lines represent the expected utility of deviating to a more infor-
mative experiment as a function of the interim beliefs of the receiver; the differences between the
solid and the dashed lines are computed in the proof above, for each u. Clearly, for u € [0, u)%
both types get zero payoff from the deviation, since for those beliefs the receiver always takes the
low action. Criterion BPM does not apply there since neither type benefits from such a deviation
for those beliefs. The crucial region is 4 € [y, ut). It is here that criterion BPM operates efficiently
- both types get positive payoff from the eqailibrium and the deviation, but we have shown above
that the high type benefits relatively more. And beliefs above ut, again, cannot sustain a non-
trivial equilibrium and hence we do not have to consider them since they lie outside the scope of
admissible beliefs.

There is a small but important subtlety to be noticed - in any equilibrium (pooling or other-
wise), u%(0n) > uf(0r), because the private information of the sender (her type) forces the high

type of the sender to have higher beliefs about the probability of higher signals, since IP(cy|60y) >

BHere an throughout we use the terms "on-path" and "off-path" to mean objects (beliefs or actions) that are part of
some equilibrium, but either occur on the path of play, or do not. We do not use terms like "out of equilibrium" since
that could create confusion.

24 A similar figure can constructed for the FNT-L equilibrium; it would be nearly identical except for the utility levels.

25Note that the right boundary is not included, since at that point the receiver would switch to taking the high action,
by assumption.
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IP(0|6r). Nevertheless, given the restrictions on parameter discussed above, BPM does, in fact
eliminate the equilibria where both types pool on the less informative experiments (with the ex-
ception of PNT-LL(ay)); the reason it does not eliminate that equilibrium is because there, on
the equilibrium path, the sender gets the highest possible utility she can get with probability one.
Thus, no reasonable refinement could ever refine that outcome away, since the sender would never
deviate from the equilibrium. As mentioned above, undefeated equilibrium does help to refine
predictions, however, and in fact, makes a very similar selection, with the exception of FNT-L -
some of the equilibria of that class are not refined away by undefeatedness.

Finitely many actions for the receiver and finitely many types for the sender can be accommo-
dated easily in our setting; while we do not present explicit results to that end, it is straightforward
to see that the same equilibria can exist in such an environment. We study an extension with an
uncountable number experiments in the next section and show that analogous results continue
to exist. Finally, to show that the results in our model do not depend on the absence of a fully
revealing experiment, we explore this possibility. Interestingly, making Il be fully revealing in
the present setting (i.e. setting py = 1) does not make much of a difference; the following (BPM)
equilibria remain: SEP, FNT — H, PNT — LL(ar) and PNT — HL(ayr).

3.7 Differences with the model of Hedlund: modeling assumptions and results.

As mentioned above, the model of Hedlund (2016) is rather close to the one discussed here; yet
the predictions are sufficiently distinct. We now turn to a more detailed discussion of the differ-
ences (and similarities) between the models, as well as the implications of those differences for
equilibria.

The most notable difference is that our model can support both pooling and separating equi-
libria, and even in BPM equilibria we can get pooling on the less informative experiment®. In
addition, number of features of the equilibria in Hedlund (2016)’s model fail here; notably, the
fact that in equilibrium the senders choose more informative experiments than they would have
under symmetric information, as well as the fact that the payoff for senders is the same across all
equilibria.

Finitely many actions for the receiver and finitely many types for the sender can be accommo-
dated easily in our setting; while we do not present explicit results to that end, it is straightforward
to see that the same equilibria can exist in such an environment. We study an extension with an
uncountable number experiments in the next section and show that analogous results continue
to exist. To show that the results in our model do not depend on the absence of a fully revealing
experiment, we explore this possibility. Interestingly, making I} be fully revealing in the present
setting (i.e. setting py = 1) does not make much of a difference; the following (BPM) equilibria
remain: SEP, FNT — H,PNT — LL(ar) and PNT — HL(ayr).

The assumptions that are responsible for these differences can be divided into two classes -
assumptions about the actions available to the sender (i.e. the set of experiments), and assump-

26Recall that in Degan and Li (2015)’s model the D1 equilibria are also pooling.
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tions about the utilities of the players as well as the actions available to the receiver. Changing the
assumptions in either class will result in equilibria that are qualitatively closer to the equilibria of
this model (notably, producing nontrivial pooling equilibria).

Consider first the assumptions regarding the set of available experiments. First of all, if the
fully revealing experiment is not available in Hedlund (2016)’s model, the same results may not
hold?’; it should be noted that Perez-Richet (2014) also finds that absent a fully revealing exper-
iment, there exist many PBEs, just like in the model we study. Another assumption is that all
possible experiments are available to the sender, or equivalently, she can freely design them. This
is crucial since some of the results rely on such a constructed experiment. However, suppose that
we take Hedlund (2016)’s model and remove all experiments except for two - a fully revealing one,
and an arbitrary other one. Then, if the common prior that the state is high is sufficiently close
to 1, it will be an equilibrium for both types of sender to pool on the non-fully revealing experi-
ment; moreover, this equilibrium will survive criterion D1, since both D and D sets are empty.
Thus, dropping the assumptions about the set of available experiments results in equilibria that
are similar to the equilibria studied here.

Consider now the second class of assumptions. Among other differences between these mod-
els there are three key ones: 7) a connected action space for the receiver, ii) the fact that the sender’s
utility is strictly increasing in the action of the receiver and iii) the fact that the receiver’s best re-
sponse is strictly increasing in the final belief. All three of these assumptions are not satisfied in
the present setting. It is this combination of assumptions taken together that is responsible for
the differences in results and predictions between the two models. We now show by examples
that dropping any one of these four assumptions (but keeping the other three), and thus introduc-
ing some "coarseness" into the setting, would change the results of Hedlund (2016) significantly,
elegant though they may be, and bring them closer to the results in this model.

One can also drop the assumption of a connected action set for the receiver: for convenience
suppose that there are two types of sender, any finite number of available actions for the receiver
and all other assumptions are the same as in Hedlund (2016). In this case the finite number of
actions forces the possible utilities of the sender and receiver to also take on a finite number of
values (and in addition, the receiver’s optimal action can no longer be strictly increasing in his final
belief, which is a key element in Hedlund (2016)) - therefore this effectively becomes analogous to
the model studied in the present work, with all of the resulting conclusions.

Similarly, keeping a connected action space, and making a®(B) (the optimal action of the re-

28, or keeping aR(B) strictly

ceiver as a function of his final belief) constant over some regions
increasing but making the sender’s utility constant over some regions of the receiver’s actions

makes Hedlund (2016)’s results break down.

Tt is not clear whether they do or do not but Hedlund's characterization would not apply.
281f this function is decreasing over some regions the model changes significantly, since then the preferences of the
receiver are no longer about matching the state as closely as possible; we do not consider this case.
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3.8 Welfare and Comparative Statics

We now turn to the question of welfare. For the receiver?’, the expected utility is the same across
the FNT-H and PNT-HL(ar) equilibria, and equal to 20y — 1, which is positive by assumption. His
utility from the equilibria FNT-L and PNT-LH(ar) is strictly lower than that and equal to 2p;, — 1.
His utility from PNT-HH(ay) and PNT-LL(ay) is 27t — 1. His utility from SEP is (py — p1.) (371 —
271 —2¢) 4+ 2py — 1; this can be positive or negative even in the range of relevant parameters. Thus
among the pooling equilibria the receiver prefers the more informative one, and how he ranks the
separating one is ambiguous. An interesting comparison is between the receiver’s payoff in these
equilibria and his payoff in the absence of any persuasion - that is, what the receiver would do
based just on the prior. Clearly, if the prior is 77 > 1 the receiver should take the high action,
yielding a payoff of 27t — 1 and if 7 < 1, the receiver should choose the low action, and obtain
1 — 27 in expectation. One can definitely say in this case that if 77 > % (and so, ex ante, the interests
of the receiver and the sender are aligned), and the rest of the parameters are such that any type
of pooling equilibrium obtains, the receiver strictly prefers the outcome under persuasion over
that under no persuasion. This is a rather interesting result, showing that even if the sender
always prefers one of the outcomes, the receiver may still prefer to be persuaded. Other utility
comparisons are, again, ambiguous.

As for the sender, we can say that in any equilibrium, the expected utility of the high type
is always weakly greater than that of the low type. Clearly the payoff for both types from PNT-
HH(ay) and PNT-LL(ay) is equal to unity. The high type of sender obtains the same expected
payoff from FNT-H, PNT-HL(a.) and SEP; that payoff is equal to 2 "gié(izlp fg))(gf_ng)(lfé). Her ex-
pected payoff from FNT-L and PNT-LH(a;) is equal to ang:@‘(iz{) fzf()l(l_fzr()l_g). As for the low type,
her payoff from SEP, FNT-H, and PNT-HL(a,) is 2470 2H0 L1007 and that FNT-L and PNT-
LH(ay) is: £ L)+ o )(1om) Comparing these expected payoffs is more difficult, since they

n(1=¢)+¢(1-n)
involve all four parameters and different equilibria occur under different parameters; thus, it is

not possible to say in general, which type of equilibrium each type prefers. However, when equi-
libria do coexist, the utility of FNT-H is higher than that of FNT-L for both types, and the same is
true of PNT-HL(ar) and PNT-LH(ar). Thus, when it does make nontrivial selections, BPM picks
out equilibria that are preferred by both the sender and the receiver. While BPM does not make a
selection among PNT-HH(ay) and PNT-LL(ay), the sender clearly gets her first best in these equi-
libria. When these equilibria do coexist, the following figure summarizes the preferences of both
types of the sender between them:

FNT - H
FNT - L . SEP . PNT — HH(ap)
PNY — LH(aL) _Sender oNT HL( ) _Sender PNT — LL(LIH)

It should be noted that the set of BPM equilibria is exactly the five equilibria denoted in the
central and the right columns in the figure above. Notably, this is quite starkly different to the

2'Note that for the specific utility function posited for the receiver, the expected utility of the receiver is also numeri-
cally equivalent to the probability of making the correct decision.
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results of Hedlund, who shows that in a model where a perfectly revealing experiment is available
the welfare of the sender is the same across all equilibria that survive a refinement.

3.9 Private information and persuasion

A natural question that one may ask is whether the sender benefits from private information in
this setting - that is, whether the sender would ex-ante prefer to be informed or not. Without pri-
vate information this model is identical to the model of KG, except for the available experiments.
Without private information it also doesn’t make sense to speak of the "type" of sender in this
situation; therefore, without observing a private signal the sender would simply choose the more
informative experiment, if the common prior 77 is above one half, and less informative experiment
otherwise. The expected payoff for the sender would be equal to py7 + (1 — pg)(1 — 7r), which
is in between that of the high type and the low type. Thus we can conclude that the sender some-
times benefits from private information. This is in in line with Alonso and Camara (2016) who
show that if a fully revealing experiment is available, the sender does not benefit from private
information. In addition to lacking a fully revealing experiment, in this setting the private infor-
mation of the sender is also not "redundant"” in the sense that Alonso and Camara make precise in
their work; this feature also allows an informed sender to be better or worse off. We also note that
here the sender does not benefit from persuasion®® (and in fact does strictly worse), if the receiver
is ex-ante willing to take the high action (i.e. if 7 > ), and does strictly better otherwise. This
observation has an analogue in KG - there, also, the sender benefits if the receiver is be willing
ex-ante take an action that is inferior from the point of view of the sender.

3.10 Policy Implications

[COMPARISON WITH PLEADING THE FIFTH] Instructing the jurors on a grand jury to reason
in a particular way - more specifically, the reasoning implied by the refinement - would provide
incentives for prosecutors to produce as much evidence as possible. The fifth amendment was
motivated by another concern - that of protecting the rights of citizens (but perhaps at a cost -
that of loss of information). This policy prescription is different - it is concerned with eliciting
information, and does not take into account the interests of the prosecutor (which are taken to be

known?3!)

3.11 Going Further: More Available Experiments

Armed with the setup and intuition from the preceding discussion, we can go somewhat further
and dispense with arbitrarily restricting the set of available experiments to just two.

30In the sense of KG - that is, if the value function of the sender evaluated at the prior is greater than the expected
payoff at the prior in the absence of any persuasion.

31In addition, the outcome of a trial may in general involve the defendant suffering personally; the prosecutor is
under no such threat.
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Suppose instead that a finite set of experiments was available, with the elements of that set still
ranked according to the "more informative than" criterion (defined below). From the point of view
of qualitative analysis, it is immaterial exactly how many experiments there are, as long as there
are a finite number of them (and at least two) - the basic results about existence of a separating
equilibrium and several types of pooling equilibria (one for each available experiment), along with
the corresponding beliefs and parameter restrictions go through with the obvious adjustments. We
do not present explicit results to that end.

Instead, consider now an uncountable set of experiments IT and endow it with the sup norm;
suppose it is a closed and compact (in the natural topology associated with the sup norm) set, still
ranked. More precisely, consider the set of 2 x 2 symmetric matrices that are parametrized by a
single number - the probability of a correct signal in a state, denoted by p;. Say that I1; a generic

"32 order on the

experiment, letting i € I be some index set, and define a "more informative than
set of experiments as follows: if i # 1, Iy = II; if and only if 1 > p;y > p; > % Denote by
pa = min, IT and p, = max,I1, so that I = [4,b] C R and let I14 and I1p be the corresponding
experiments. Also, modify notation from the previous section slightly as follows: let p(0) € I1
and p(0) € A(IT). Note that IT is convex (so that the existence result from the previous section
applies).

Surprisingly, there are still only two classes of FNT pooling equilibria, one where pooling is on
the most informative experiment and one where it is on the least informative one. This is due to
the fact that the conditions for each type of sender that ensure no deviation from a particular I1;
upward (toward a more informative experiment) and downward (toward a less informative one)
are incompatible (within the class of FNT equilibria), and thus, no equilibrium where the pooling
isonIl;s.t. a < i < bexists.

Proposition 12. There is a continuum of fully nontrivial pooling equilibria where p(6r) = p(6r) = IT,.
These equilibria exist as long as m+¢ > 1, T > ¢, 7tpy, > 1,0, > 7,7t > g, ﬁ,f > 7,Vi € I\b.
The only difference between these equilibria are the beliefs that the receiver holds off-path; namely, u(11;) €
[P(ww|6L), pa) for i # b. Denote this kind of equilibria by "FNT-b".

Proposition 13. There is a continuum of fully nontrivial pooling equilibria where p(6y) = p(6r) = I1,.
These equilibria exist as long as m+ & < 1,7t < & #p;& > 1,Vi € I\ a,pq > 7,0, > &R, 07 > 1.
The only difference between these equilibria are the beliefs that the receiver holds off-path; namely, u(11;) €
[P(ww|6L), pp), fori # a. Denote this kind of equilibria by "FNT-a".

There is also a unique separating equilibrium, which is analogous to the one constructed

above.

Proposition 14. There is a unique separating equilibrium where p(0y) = I, p(6r) = I1,. This equilib-
rium exists as longas w < ¢, m+¢ > 1, ﬁﬁbg > 1,0, > ﬁcf, o, > (f, p”a(f > 7t. Denote this equilibrium
by "SEP2".

32This order is coarser (i.e. a subset of) both the "more precise than" order used by Hedlund, as well as Blackwell’s
standard order.
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The reason that this is the only separating equilibrium is this. Suppose, to the contrary that
there was another separating equilibrium, one where at least one type chose p(0) = IT;, for I1; ¢
{I1,,I1, }. Since the equilibrium is separating, that type would also reveal itself by it’s choice, and
thus u(I1;) = P(wpy|6). The choice of that type of sender would then be

max 0(11;,6,P(wylb)) (11)

1

or, equivalently, given the structure of available experiments,

maxpi [IP(‘UH|9)1{u|ﬁ(ﬂuvH,ﬂ)2%} +IP(wL|9)]1I{mﬁ(1'liﬂw)2%}} + (12)

(1= ) [P@HIO (a1, 0211 + POLIO G airt 021 ]

%
with y = u(I1;) = P(wpy|f); the maximand is linear in p;, and thus the solution is at one of the
boundaries of the feasible set, and thus, for an equilibrium to be separating, each type must choose
one of the "extreme" experiments®. Clearly, in a separating equilibrium they cannot choose the
same one and it is not incentive compatible for the high type of sender to choose a very uninfor-
mative experiment, thus we arrive at the conclusion in the proposition.

There are two kinds of PNT equilibria, with continua of equilibria in each.

Proposition 15. There is a continuum of p-nontrivial pooling equilibria where p(6y) = p(0r) = I1;, a*(I1;, 0) =
ag, for o = oy, 01 and a*(I1j,0y) = ay,a*(I1;,00) = ar, fori # j. These equilibria exist as long as

p;7t > o >mit < ép‘j. The only difference between these equilibria are the beliefs that the receiver

holds off-path; namely, u(11;) € [P(wr|0;), pr). Denote this kind of equilibria by "PNT-ii(ag)".

Proposition 16. There is a continuum of p-nontrivial pooling equilibria where p(0y) = p(0r) = I1;, a*(I1;, o) =
ag,a*(I1;,01) = ap and a*(I1;,0) = a, for o = oy, 01,i # j. These equilibria exist as long as p; > 7,
pj+m=>T1and p;7t < &. The only difference between these equilibria are the beliefs that the receiver holds
off-path; namely, u(Ily) € [P(wy|0L),1 — p;). Denote this kind of equilibrium by "PNT-ij(ar)".

Just like before, we have the following proposition:

Proposition 17. There exist sets of parameters {71, &, pa, pp} such that the following types of equilibria
coexist:

1) FNT-a and FNT-b.

2) Thereis a set [ C I such that fori,i’ € I, PNT-ii(ay) and PNT-i'i(ay) coexist.

3) Thereisaset I C I such that fori,i’ € I, PNT-ij(ay) and PNT-i’j(ag) coexist.

And finally, analogously to the simpler model, we have the following result:

Proposition 18. The following are BPM equilibria: SEP2, FNT-b, and for all i € I, PNT-bi(a;) and
PNT-ii(ag).

33 An elementary example of a "bang-bang" solution.
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The argument for eliminating FNT-a, and PNT-ij(ar) for i # b is analogous to the argument
given above for two experiments, and therefore omitted.

We end this section by noting simply that the results for two experiments extend to an un-
countable set of experiments. Similar results can be obtained for the welfare of both the sender
and the receiver.

4 A General Model: Non-dichotomous States.

There are a number of ways in which this basic model can be generalized; we present the one that
is not typically pursued - a model with more than two states of the world.

Previous work on this problem was focused on a special case - the model presented earlier, as
well as the models of Hedlund (2016), Degan and Li (2015) and Perez-Richet (2014) all focus on a
binary state space - an assumption that is restrictive in the sense that the monotone likelihood ratio
property and the single-crossing condition are "for free" in the sense that one can always put an
order on the relevant set, perhaps with some renaming/relabeling of actions or signals, such that
these properties hold. It would be interesting to consider more than two states - an extension to
which we now turn. While we will not explicitly characterize the equilibria in detail as in section
2, we will show that criterion BPM operates in a similar way in such a setting.

4.1 General model.

Let N > 2 and Z be an index set with N elements. Let Q) = {w; };c7, the set of states of the world,
be the set of natural numbers less than or equal to N: QO = {1,2,..., N —1,N}.

Let © = {61, ..., 0N} be the set of types of receiver, let £ = {07, ..., on } be the set of signals, and
let A = {ay,...,an} be the set of actions for the receiver. We also identify ©®, X and A with the set
of positive integers less than or equal to N, but for notational clarity will refer to elements of these
sets using the corresponding nomenclature.

Let m(w) € A(Q) be the common prior belief (probability mass function) about the true state,
and denote by Fr(w) the corresponding cumulative distribution function. The timing of the game
is the same as in the simplified version. The sender receives a private signal according to a com-
monly known distribution ¢(0|w); suppose for simplicity that V6, w, {(0|w) > 0. Upon seeing the

realization of the type, the sender updates her beliefs to Bs(w|f) € A(Q) as usual, according to
m(w)E(flw)

Lo m(@)g(6]w)

then chooses an information structure, Il € IT which is a subset of N x N matrices (suppose also

Bayes rule: Bs(w|f) = , along with the cumulative distribution Bs(w)>*. The sender

that IT s closed in the sup norm) of the following form: for p € [p, ], with 3 < p <p < 1, letII,

be the experiment with p on the diagonal, and % elsewhere. In other words,

34 Throughout, capital letters will denote distribution functions and lower-case letter will denote probability mass
functions.
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We say that I, is more informative than I, iff p > p’. For convenience, denote the maximal el-
ement in IT by IT*. The reason for focusing on this very special structure for experiments is due to
the fact that other possible orders (Blackwell informativeness (Blackwell (1951), Blackwell (1953))
or Lehmann accuracy (Lehmann (1988), Persico (2000)) are either too general (such as Blackwell
informativeness) or rather unsuitable to provide meaningful results in this setting (Lehmann accu-
racy). Similar results can be obtained for those more general and common orders, but they require
very strong and difficult to interpret assumptions elsewhere, such as the utility function of the
sender. Given interim beliefs u(w|IT) € A(Q)), the receiver updates to his final beliefs using Bayes
rule. More precisely, suppose that the experiment chosen by the sender is I1, the interim belief is
u and the observed signal is ;. Then the final belief is simply

o O@lenp@|) T]on) plonD)
AUL 73, t) = <z]-n<mrw]->y<wjrn>'“"zjn<ai|wj>y<wj|n>> (49

where the "prime" mark denotes the transpose of a vector; similarly the receiver computes final
beliefs given any other signal.

The sender has state independent preferences, with (vNM) utility given by u5(a) : A — [0,1],
strictly increasing in a with u%(a;) = 0 and u°(ay) = 1. The receiver has (vNM) utility given by
uR(a,w) : A x Q — R with uR(a;,w;) = 1,Vi = 1,..., N; thus, the receiver always wants to match
the correct state. The utility of "mistakes" is given by u(a;, w;) = 1 — |j — i|k for some k € (0,1].

For example, if N = 5,

w1 %) w3 Wy Wws
o /1 1—k 1-2k 1-3k 1—4k
ml1-k 1 1-k 1-2c 1-3k
wf@w)= gl1-2c 1-k 1 1-k 1-2k
o |1-3k 1-2k 1—-k 11—k

as \1—4k 1-3k 1-2k 1—k 1
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An illustrative special case has N =3 and k = 1

1 0 -1
uR@,w)y=10 1 0
-1 0 1

We can view, for a fixed a € A, uR as a random variable, having the distribution F,, M or B,
depending on what the information of the receiver is at that point™.

A pure strategy for the sender is a function p(0) : @ — II, and a mixed strategy is a distribution
p(0) : ® — A(II); for convenience we identify a degenerate mixed strategy and a pure strategy,
and write p(0) = Jr1 in that case, where J, is the Dirac distribution over IT centered at x. A pure
strategy for the receiver is §(I1,0) : IT x £ — A and a mixed strategy is g(I1, o) : IT x £ — A(A);
and similarly, denote by g(I1,0) = J, a degenerate mixed (i.e. pure) strategy of playing action a.

Let i > j, and suppose that the family ¢ satisfies the MLRP. We can make the following imme-
diate

Observation 1. The family of posteriors of the sender, Bs(w|6), are ranked according to the FOSD order
(Milgrom (1981)). In other words, for w; > wj, and 0; > 9j,

G(0i|w;) S Z(0|w;)
§(0i|wj) — &(8)]wy)

In other words, a higher observed signal type for the sender is always "good news" in the sense
of FOSD.
From now on we will focus only on pure strategies, for both sides of the game, to simplify the

= Bs(w|91) >FOSD Bs(a)|9]) (14)

analysis; again, suppose that the receiver breaks any ties in favor of the higher action, so that the
sender’s expected utility function is upper-semi-continuous. This assumption is rather less than
innocuous, since one might lose the existence of equilibrium, in addition to narrowing down the
scope of possibilities. Nevertheless we are forced to make it to solve the game, as well as to extend
the results clearly; from now on, write p(8) = II, for some IT € II, and g(I1,0) = a,fora € A.
We can extend the definition of fully nontrivial, partially nontrivial and pooling equilibria in a
straightforward way.
Suppose that the receiver holds final beliefs f(w|I1, o, ). The problem facing him at that point
is
maxZuR(a, w;)B(wj|IT, 0, 1) (15)

acA =
]

which is clearly just maximizing the expected value of the random variable u® by choice of a. Let
a*(I1,0, u) or, equivalently, a*(B)% denote the solution. Suppose that in the case a tie, the receiver

35We write this having in the back of our minds a probability space {Q), 7, P} with a finite number of outcomes and a
state space {IR, B(IR)} where F is just 2, the probability measure IP may be 71, 1, Bs, 8, and B(R) is the Borel o-algebra
on R.

36Hopefully the abuse of notation does not create confusion.
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chooses the higher action; this assumption along with the specification of preferences yields the
observation that the receiver’s best response is always a pure strategy. The following lemma, the
proof of which is the appendix, is not necessary for out analysis, but interesting in it’s own right,
given that the preferences of the receiver aren’t just to take higher actions - they are to take the
correct action:

Lemma 4.1. The function p — a*(p) is weakly increasing in the following sense: if B’ >~rosp B, then
either a*(B') =4 a*(B) or a*(B’) = a*(B).

We can similarly define a function that gives each type’s expected payoff for a fixed interim
belief y as follows:

O(TL6, 1) £ Eey (Eo(u(a* (B(TL,0,1))))[6) = T Bs(wxl6r) L (@ (BT, 03, 1)) T (0o

k j
(16)
Optimality requires that for each 6;,

Il e arg max O(IL 6;, u(11)) (17)

We can make several observations about 9. First, for a fixed I, and i, if M’ =rosp M, then
O(IL,6;,u") > 9(11,6;, u); this follows from Observation 1 and Lemma 4.1. In other words, ceteris
paribus, a more optimistic interim belief is unequivocally beneficial for the sender. Second, for a
fixed ITand p, i > I, then 9(I1, 0;, ) > 9(11,6;, ).

We have so far omitted a discussion of the role of the interim beliefs of the receiver about the
type of sender: v = v(0|I1) € A(®). It plays the same role, specifying the equilibrium beliefs of
the receiver, according to the strategies of the different types of sender.

The first basic observation that we can make is about existence of fully pooling® equilibria;
while we make a strong assumption about 7t and ¢ in doing so, this is just to give a sufficient
condition that is both simple, and works across different other parameters:

Proposition 19. Suppose that 7t and ¢ are such that for all p, Bs(w1]61) > W' Then there

exist fully pooling equilibria.

Proof. As usual, we support such equilibria by extremely "pessimistic" beliefs. Suppose that
p(6;) = II, for all i, for some IL,. Thus, on the equilibrium path x(I1,) = 7 and suppose that
in case of a deviation the receiver believes that it came from the lowest type: u(I1,») = B(w|61),
p” # p’. Then, given the restriction in the statement of the proposition, the receiver will find it
optimal to take the lowest action, a1, regardless of the signal. For all types of the sender this entails

a utility of zero, and thus, this deviation will not be profitable. O

While we don’t know what the function ¢ — a*(c) looks like in general, without still further
assumptions, we can make the following useful definition:

37We focus on fully pooling equilibria, namely those where all types of sender use the same pure strategy. There
may exist others, with some pooling and some separation, but for the purposes of applying criterion BPM, there is no
difference whether an equilibrium involves separation by some types or not.
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Definition 6 ("Kind" of an equilibrium). Let e’ and e” be two equilibria. We say that these equilibria are
of the same kind if in each equilibrium, on and off the equilibrium path, the mapping o — a* (o) between
the realized signal in experiments that are chosen with any probability (including zero) is the same.

This definition generalizes the nomenclature for the kinds of equilibria encountered in the
simple model (PNT vs FNT, etc) and adapts it to a case with many actions and many states. We
also assume that different equilibria of the same kind coexist. Since the simplest model discussed
in the beginning is a special case of this one, we know that equilibria can, in fact coexist.

Instead of fully characterizing all equilibria, and then applying a refinement, we now focus
just on pooling equilibria, and show that BPM operates in a similar and attractive way in a setting
with a non-dichotomous state. A full characterization is available, but is not any more enlighten-
ing than in the case with two states. To that end, suppose that ¢ and II are such that there is a
continuum of FNT equilibria®.

We state two versions of the following result; one is for fully pooling, fully nontrivial equilibria,
and the second for fully pooling equilibria of the same kind. The former is much easier to state
and prove, and doesn’t require additional notation, but it is subsumed by the latter.

Theorem 4.2. Suppose that {p, q, i, B} is a fully pooling, fully nontrivial equilibrium in which V6, p(6) =
I, and 11, < II*. Then this equilibrium fails criterion BPM. Moreover, the unique equilibrium that
survives criterion BPM among the class of fully pooling, fully nontrivial equilibria is one where p(0) = IT*.

Before we state the general version of this theorem, we need an additional definition.

Definition 7 ("Rank" of an action). Let e be a fully pooling equilibrium. The rank of an action, denoted
by n(a) is given by the following expression: n(a) = card{c|a*(c) = a} on the equilibrium path.

In other words, the rank of an action is the number of signals that lead to that action on the
equilibrium path. In particular, in a fully nontrivial equilibrium the rank of each action is equal to
unity. We have the following immediate observation, the proof of which stems from comparing
the definitions of kind and rank, and which we thus omit - if two equilibria are of the same kind,
then all receiver actions in those equilibria have the same rank, but the converse is not necessarily

true.

Theorem 4.3. Suppose that ¢’ and e” are two fully pooling equilibria of the same kind, with pooling on
I, and T1,, respectively; suppose also p’ > p. Suppose that the receiver takes at least two different actions
on the equilibrium path and that the maximum rank of any action is bounded® above by % The unique
(among equilibria of the same kind) equilibrium that survives criterion BPM is the equilibrium where the
pooling is on the most informative experiment, I,

38t is possible to give explicit conditions that would guarantee this, but assuming those conditions would be equiv-
alent to assuming this, and not elucidate anything in addition, so we are not explicit about them.

39We can give a weaker bound, and in fact, it will be apparent in the proof, but this is a convenient uniform, albeit
stronger bound that also works.
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The proofs of the theorems are in the appendix; it goes along the same lines as the two-state
case - computing the relevant utilities. Note also that this definition generalizes the selection
among PNT and FNT equilibria encountered in the simple model; there, too, criterion BPM was
used to select among the different kinds of equilibria. Notably, however, in the simple model
criterion BPM could not select between some equilibria simply because they did not coexist for
the same parameters, and thus the question of selection among them was meaningless. While this
can also happen in a more general setting for some specification of 7, ¢ and I, if different kinds of
equilibria do coexist, we expect criterion BPM to operate in the same way and select the equilibria
with the most revelation of information. A proof of this statement would rely on a particular
specification, and lacking one, we do not give it.

We conclude this section by noting that the results of the model in this section are rather similar
to the simpler model, as was expected. Not only does criterion BPM apply in a setting with more
than two states, but it also operates in a manner that is analogous to that of the setting with a
binary state.

5 Concluding Remarks

We present a relatively simple and straightforward model of communication between an imper-
fectly informed sender who is trying to persuade a receiver to take a certain action. The model
differs somewhat from existing work, yet is tractable enough to derive similar (and in some cases,
stronger) results. We work with a basic example using a particular specification of preferences
and available information structures, that allows us to make reasonably strong predictions. We
further refine the predictions using a novel yet intuitive refinement concept.

There are a number of directions in which this model can be extended in a fruitful way. For
example, the sets of available experiments may vary with the state. This introduces an additional
consideration for the receiver - if he doesn’t see a certain signal, does that mean that the sender
chose not to send it, or is it because it is not available? A similar restriction can apply to the types
of sender; in the general model these restrictions would be manifested by conditions on ¢ and II.

As a final note, and another way forward for future research, Hedlund (2016) shows that in his
setting with N > 2 types, focusing on only two signals actually does involve some loss of gener-
ality; we appeal to the work of Taneva (2016) to argue that in general, one can restrict attention to
"direct” experiments; however, it remains unclear if the restriction to symmetric experiments, and
ones that are ranked by the "more precise than" criterion leads to any loss of generality.

Alonso and Camara (2016b) show that if a fully revealing information structure is available,
then an uninformed sender (i.e. before, or without observing a private signal, in this paper, 0) can
replicate any distribution of payoffs that can be achieved by an informed sender, and therefore, in
a sense, private information is not useful in that setting. Their result does not apply to this model;
this is to say that in realistic settings the sender will, in general, be able to manipulate the actions
of the receiver based on what she knows.

Thus, while the assumption of the existence of a perfectly revealing experiment allows for
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characterization of equilibria, it also generates very specific results. More generally, it seems to be
emerging from this and similar models that the mere presence or availability of a fully revealing
experiment is one of the key features (among others, as discussed above) that drive results. In re-
cent work on multi-sender persuasion an interestingly similar insight has emerged - the capability
of one player to unilaterally mimic a particular distribution of signals (which can be thought of
as an analogue to a fully revealing experiment in a single-sender framework) has become a key

condition.
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Appendix A: Proofs

Proof of Proposition 11. First, it is immediate that SEP is a BPM equilibrium, since there are no
out-of-equilibrium beliefs to consider, and thus criterion BPM is trivially satisfied. The reason
that PNT-LL(ay) and PNT-HH(ag) survive criterion BPM (note also that from proposition 10 we
know that they coexist, so it is meaningful to talk about choosing between them) is that deviations
from those equilibria do not yield a strictly higher payoff for either type. The computation that
eliminates FNT-L and PNT-LH(ar) goes as follows: Take any pooling equilibrium where both both
types choose the experiment IT; and the receiver takes different actions on the equilibrium path.
In that equilibrium, u*(6y) =

(T, 7, 811) = pr. [P(HIO8)L 511, 7,124y + P 010,021 +

>
(L= p1) [P (@rlOu )L 511,02 )+ PO 11, 051 "
and u*(6;) =
o(Ig, 7,61) = pr [ (@WHOL) L 411, 0, m)= 1y T P(@OLO) g1, 0 ) %}] + 19)
(1= p1) [P(@HIO (a1 121y + POLIO (11, 1)
Fix a y and consider the utility of deviating to Iy for both types:
0(TTa, ,B11) = (81) = prt [Pl 1511, 1021) + PO 11,0021 | +
(1= pu) P10y 1,004y + P 10,01 —
1 [P (@101 11, 21y + POLIORL 1,01, | +
+(1-p1) [u)(wH\eHm{ﬁ(nm,n)z%} +H’<wL!9H>ﬂ{ﬁ(nL,aH,n>2%}} — (0
= (P(wn|0)) lor ypr e m=1y ~ P pmg o2y + (1= P a1y —
~( = )1, myz ) + (PO g 021y — P (BT, 00, m)2 )
(=P a1y — (= PO p1,00m= 1] 2 00 € 10,1]
Now let p solve m = 3, (ie. = 1 —pp) and let i solve Wpﬁm(l*ﬁ) = 1 (ie.
# = 1—pr) and note that since py > pr, p < . Also let Ty solve (l—pL(’rl;:prZErly—’ru)) = 1 (e
tu = p ) and ut = (1—0;;P;Tp):zl—ﬂ+) = 1 (i.e. pt = py ) and note that tu < pt. As before, we

focus on nontrivial equilibria (so that we can disregard the terms that involve observing the low
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action). Now we can directly compute

ﬁ(HH,GH,‘M) —M*(QH) ( (HH,QL, ) ( )

= [P(wn|0n) — P(wn|0L)] [PHH{M/S(H )= T PL]l{/g (I1y,07,77) %}] +
+[P(wL[0m) = P(wr]6n)] |1 = )Ly 100021y — (1= PL Loz | = o
u*(0p) —u*(6y) <O, for u € [0, )
=1 2(pn — pr) (P(wnbn) — P(wn|6L))) >0 foru € [, )

ZPL[IP((UH’QL) — IP(CL)H’GH)] —I—]P(CUH’QH) — ]P(CUH‘QL) <0 for He ['l"u, 1]

Since the difference is negative for first of the three ranges exhibited above, criterion BPM does
not apply there. For the second range of beliefs the difference is strictly positive, and hence, beliefs
that support FNT-L or PNT-LH(ar) are ruled out. As for the third range, the difference is negative,
but beliefs there are such that they cannot be part of any kind of nontrivial equilibrium at all
(cf. the upper bounds on off-path beliefs for equilibria in Propositions 4 through 9 and note that
criterion BPM restricts beliefs off the equilibrium path) and we are done. O

Proof of Lemma 4.1. We first state the following common lemma (which is the discrete version of
integration by parts) without proof:

Lemma 5.1. (Abel’s lemma)
Let {a;}!" | and {b;}!"_| be two sequences of real numbers. Let A; = Z§:1 ajand B; = 2;21 b;. Then

Zab_ZA bii1) + Anby (22)

Suppose that B'(w) >=rosp B(w) and fix take any a’,a with a’ > a. Consider the following
difference:

Y u(a’, wp)B'(w)) —Zu(ﬂ/wj)ﬁ’(wj)] - [Zu(a’,wj)ﬁ(wj) - YL ula,w)plwy)| =
j j 23)

— Z (B(wj) — B(wy)) [u(a’,w;j) —u(a, wj) —u(a’,wj1) +u(a, wji1)]
]

where the equality is just applying Abel’s lemma to appropriately defined variables, and the
the fact that B'(wy) = Y5, B/(w;) and B(wy) = Y5, B/(w;) are discrete distribution functions.
Given the utilities, it can then be checked by direct computation that the term is the square brack-
ets weakly increasing in w; this, combined with the fact that B’ >prosp B shows that the entire
expression is nonnegative. In other words, that the function f(a, ) £ Egu(a, w) has increasing
differences in (a, B). The fact that a*(B’) =4 a*(B) or a*(B’') = a*(B) for B’ =rosp P then follows
by a standard argument. Namely, the choice set is totally ordered (a one-dimensional "chain", so
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that supermodularity trivially holds), the set of beliefs is a partially ordered set according to FOSD
and f has increasing differences (and so also satisfies the single crossing condition). Thus, a*(8)
is monotone nondecreasing in f (Milgrom and Shannon (1994)), and we are done. O

Proof of Theorem 4.2. We can directly compute the required utilities, as follows. Given that the
equilibrium is fully nontrivial (i.e. the function ¢ + a;(c) is a bijection and a*(c;j) = a;, V))), the
expected utilities of types i and /,i > I for the sender are simply*’

w*(6;) = B(TT,, ju( = L ps(rle) }:u (Blw[Ty, 0, M) Tp(ojler) — (24)

and
u*(0;) = 0(I1p, u(Ily),0;) = Z (wp|6r) ZM (B(w|I1p, gj, 7)) )1, (0| (25)

noting that a; (B(w|Iy, 0j, 1)) = 0j, and using y(Il,) = 7 since the equilibrium is fully pooling).
Now consider the expected utilities for a deviation to IT’, using as y = p(I1,/) any interim belief
for which (a) the higher type of sender benefits from the deviation, and (b) is such that the equi-
librium is still fully nontrivial. The "off-path" utilities are (we use the term "off path" in quotes,
since it is off-path for the equilibrium which involves pooling on IT,), but there is a coexisting
equilibrium where this action is on-path):

0(I1yr, 05, ) = ;ﬁs(wk\@') Z”S(ﬂj(ﬁ(wmp'/ 7j, 1)) ) (0| wic) (26)
j

and
(T, 0, 1) = Zk:ﬁs(wk\(%) Zus(ﬂj(ﬁ(wmpu oj, 1)), (o wi) (27)
j

Now compute the difference:

ﬁ(HPI,Qi,y) — M*(Qi) — [UA(HP/,QI, y) — M*(Gl)] =

=Y (Bs(wil6;) — Bs(wkl6r)) Y u(aj) [T (05lewi) — T, (0]wi) | =
T 7 (28)

=Y (Bs(wkl0;) — Bs(wil|6r)) ((P,_P)“S(ak)+(P_P/)Z”S(aj)))

k j#k

the first equality relies on the fact that we are focusing on fully nontrivial equilibria and can thus
dispense with keeping track of the disparate interim beliefs. Note the use the fact that the function
o+ aj(0) is monotonic, one-to-one and onto in collecting terms that involve utility.

Fix a state, say, wy. It can be checked by direct calculation that the expression (o’ — p)u®(ax) +
(0—p") Lizk u®(aj)) is increasing in w, for a fixed w. Namely, take wy and wy41 and let p(p, p’, wy) =

40Note that by assumption the best the sender could obtain is one, and the worst is zero; this makes the calculation
easier since we do not have to keep track of the normalization implicit in the definition of Criterion BPM.
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(0"~ p) (45(ax) — X 4 (ay)) ) consider the difference ¢(p, ', wg.1) — ¢(p,p', ) = 2(p' — ) (4 (ag1) ~
uS(ag))) > Osince p’ > p by supposition, and u° is strictly increasing. Therefore, since Bs(w|0;) =rosp
Bs(w|6;), the entire expression is nonnegative by definition of first-order stochastic dominance.
Since this same argument can be repeated until we arrive ati = N and I, = IT*, we are done. [J

Proof of Theorem 4.3. We again compute the relevant utilities. In the baseline equilibrium the utili-

ties are
u*(@i):ﬁ(Hp,y, Zﬁs wk|9 Zu LZ] ZH (Ym‘a)k)]l{gm‘a (Tm } (29)
m<]
and
u*(0;) = o(Ilp, p, 0;) Zﬁs wi|6r) Eu a;) Y, Mo (0l 0i) Lo, a* (o) =ay) (30)
j m<j

and the utilities from the deviation are

o(ITyr, 1, 0; Zﬁs (wil07) 31 (a7) Y Tt (0] wi) Loy o 1) =a) (31)
j m<j
and
Oy, 1, 01) = Y Bs(wrl6) Y (a7) Y Thpr (0| 0r) Lo o ) =a;} (32)
k j m<j

Taking the difference in utilities between the different experiments for one type of sender yields
O(Iyr, p, 0;) — u™(6;) =
/

= Zk: Bs(wk|6;) Z]: o =)’ (@) Lo 0t (0)=a}) T+ <?\,__p1> [(us(ak)(”(ak) — Lo (o) =ar}) T+ ”(aj)us(aj)}

(33)
Now taking the difference between the utilities between different sender types
zﬁ(l’Ip/, U, 91) — u*(9i) — ﬁ(HPI, U, 91) -+ M*(Gl) =
=Y (Bs(wil6;) — Bs(wkl6r)) [(P' — ) (u® (k) (n(ax) — Loy o+ (o) =0} + -
k

# 2 (5) [0 @000 =Sy + ooy

Now letting
$lo.p’ wp) =

(0" = ) (02 (1(85) — Lyt +2(P ) [ <ak><n<ak>—n{gka*<gk>ak}>+n<aj>u5<aj>]]
(35)

be the function that gives the expected utility of deviation as a function of the state and parameters,
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it can once again be checked directly that ¢(p, o/, wiit) — ¢(p, ', wy) > 0 fort = 1,2,..,N — k.

There are six cases to consider (this is also where the condition n(a) < % emerges from):

1. n(ax) = n(axy¢) > 0; in this case the expression ¢(p, o', wiis) — $(p,0’, wy) is positive as
long as n(ax) = n(ag4) < 5.

2. n(ay) = n(agy¢) = 0; in this case the expression ¢ (o, p’, wii;) — P(p,p’, wy) is zero.

3. n(ax) > n(agy;) > 0;in this case the expression ¢(p, p’, wii;) — (p, p’, wy) is positive.

4. n(agys) > n(ax) > 0; in this case the expression ¢(p, p’, wist) — ¢(p, p’, wi) is positive.

5. n(ay) > n(ar.;) = 0; in this case the expression ¢(p,p’, wiit) — ¢(p,p’, wy) is positive as
long as n(a;) < &.

6. n(ax,¢) > n(ax) = 0; in this case the expression ¢(p,p’, wiit) — ¢(p,p’, wy) is positive as

long as n(agy;) < &

and thus ¢(p, p’, wy) is increasing in w, and hence by the definition of first-order stochastic

dominance, the entire expression in equation (33) is weakly positive and we are done.
t
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